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Introduction to Shape Matching

Point-based methods
• [Bronstein et al. 2006], 
• [Huang et. Al 2008]…
Parameterization-based methods 
• [Lipman and Funkhouser 2009]
• [Aigerman et al. 2017]…
Optimal transport
• [Solomon et al. 2016]
• [Mandad et al. 2017]…
Functional maps
• [Ovsjanikov et al. 2012]
• [Ezuz and Ben-Chen 2017]…
…… 

𝑥2 𝑦2

𝑥3 𝑦3

𝑆1 𝑆2

Notation: 𝑻𝟏𝟐, 𝑪𝟏𝟐, 𝓟𝟏𝟐: 𝑺𝟏 → 𝑺𝟐

𝑥1 𝑦1
𝑻𝟏𝟐



Standard Functional Map Pipeline

Observations:
• different energies for fMap optimization and post-processing
• optimize fMap with regularizers but no hard constraints: 𝐦𝐢𝐧

𝑪
𝑬(𝑪)

• For some 𝑬 𝑪 such as Laplacian Commutativity, the global minimizer is zero matrix



Outline

1. Introduction to shape matching

2. Standard functional map pipeline for shape matching

3. Proper functional map

4. Discrete solver for functional map optimization

5. Results: evaluations & applications 



Proper Functional Map Space
Definition: The proper functional map space is the set of functional maps that arise 
from pointwise correspondences. Particularly, we call a functional map 𝑪𝟏𝟐 proper 
if there exists a pointwise map 𝚷𝟐𝟏 such that 𝑪𝟏𝟐 = 𝚽𝟐

†𝚷𝟐𝟏𝚽𝟏

• 𝚽𝒊: Laplace-Beltrami eigenbasis of shape 𝑺𝒊
• 𝑨†: Moore–Penrose pseudoinverse of matrix 𝑨

• 𝚷𝟐𝟏: matrix representation of a pointwise map from 𝑺𝟐 to 𝑺𝟏, i.e.,

• if 𝚷𝟐𝟏 𝒊, 𝒋 = 𝟏, 𝒗𝒊 ∈ 𝑺𝟐 is corresponding to 𝒗𝒋 ∈ 𝑺𝟏

Notation: The space 𝓟𝟏𝟐 of proper functional maps between 𝑺𝟏 and 𝑺𝟐 is denoted 
as:

𝓟𝟏𝟐 = 𝑪𝟏𝟐| ∃𝚷𝟐𝟏, s. t. 𝑪𝟏𝟐 = 𝚽𝟐
†𝚷𝟐𝟏𝚽𝟏
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Proper Functional Map Space

Previous Formulation:
min
𝑪𝟏𝟐

𝑬(𝑪𝟏𝟐)

• Pros: easy to solve

• Cons: not proper, i.e., converting to 
a pMap can introduce errors

Our Formulation:
min

𝑪𝟏𝟐∈𝓟𝟏𝟐

𝑬(𝑪𝟏𝟐)

• Pros: returns a proper fMap

• Cons: search space is discrete and 
exponential in size

[ NO17 ]:
min
𝑪𝟏𝟐

𝑬 𝑪𝟏𝟐 + 𝑬multiplicative(𝑪𝟏𝟐)

Propose the multiplicative operators to 
guide the fmap to be proper implicitly



Discrete Solver for Functional Map Optimization

Problem Formulation:
min

𝑪𝟏𝟐∈𝓟𝟏𝟐

𝑬(𝑪𝟏𝟐)

Naïve solution 1:
1. 𝑪∗ = argmin 𝑬(𝑪𝟏𝟐)
2. 𝑪 = 𝐏𝐫𝐨𝐣𝓟𝟏𝟐

(𝑪∗)

• Pros: easy to solve

• Cons: the unconstrained 
optimization can lead to undesirable 
local minima; the projection step is 
discrete and can introduce errors

Naïve solution 2: 𝓟𝟏𝟐 is discrete, and 
we can enumerate all possible proper 
functional maps to find the global 
minimizer

• Pros: returns global minimizer
• Cons: 𝓟𝟏𝟐 is toooooo large, only 

works for shapes with less than 10 
vertices



Discrete Solver for Functional Map Optimization

Approach Overview:
1. Given a functional map energy, reformulate it by replacing some terms 𝑪𝟏𝟐 with 𝚽𝟐

†𝚷𝟐𝟏𝚽𝟏.
2. Add a coupling term to the energy and make the functional map 𝑪𝟏𝟐 and pointwise map 

𝚷𝟐𝟏 independent free variables of the resulting problem.
3. Alternate between computing the optimal functional and pointwise maps, while fixing the 

other representation. (ZoomOut and sampling techniques can be applied here)



Discrete Solver for Functional Map Optimization

Lemma 4.1: Given arbitrary matrices 𝑋, 𝑌, and a reduced basis Φ, s.t. Φ𝑇𝐴Φ = 𝐼𝑑, then the 
following two problems: 

i. min
Π

‖ Φ†Π𝑋 − 𝑌 ‖𝐹
2 + 𝐼𝑑 −ΦΦ† Π𝑋

𝐴

2
, where 𝑊 𝐴

2 = tr 𝑊𝑇𝐴𝑊

ii. min
Π

‖ Π𝑋 −Φ𝑌 ‖𝐹
2

are equivalent. Moreover problem ii) is row-separable and can be solved in closed form 
through nearest neighbor search. ([EBC17] provides a special case of this statement.)
• [EBC17] EZUZ D., BEN-CHEN M.: Deblurring and denoising of maps between shapes. Computer Graphics Forum 36, 5 (2017)

Approach Overview:
1. Given a functional map energy, reformulate it by replacing some terms 𝑪𝟏𝟐 with 𝚽𝟐

†𝚷𝟐𝟏𝚽𝟏.
2. Add a coupling term to the energy and make the functional map 𝑪𝟏𝟐 and pointwise map 

𝚷𝟐𝟏 independent free variables of the resulting problem.
3. Alternate between computing the optimal functional and pointwise maps, while fixing the 

other representation.



Discrete Solver for Functional Map Optimization

Example of minimizing 𝑬(𝑪𝟏𝟐) = 𝑪𝟏𝟐𝒇𝟏 − 𝒇𝟐 𝑭
𝟐 :

1. Apply reformulation: 𝑬mod(𝑪𝟏𝟐, 𝚷𝟐𝟏) = 𝚽𝟐
†𝚷𝟐𝟏𝚽𝟏𝒇𝟏 − 𝒇𝟐 𝑭

𝟐

2. Add a coupling term: 𝑬rel(𝑪𝟏𝟐, 𝚷𝟐𝟏) = 𝑬mod(𝑪𝟏𝟐, 𝚷𝟐𝟏) + 𝜶 𝚽𝟐
†𝚷𝟐𝟏𝚽𝟏𝑪𝟏𝟐

𝑻 − 𝑰
𝑭

𝟐

3. Optimize in an alternating scheme:
• 𝚷𝟐𝟏 = argmin𝚷𝟐𝟏𝑬

rel(𝑪𝟏𝟐, 𝚷𝟐𝟏)

• 𝑪𝟏𝟐 = 𝚽𝟐
†𝚷𝟐𝟏𝚽𝟏

Approach Overview:
1. Given a functional map energy, reformulate it by replacing some terms 𝑪𝟏𝟐 with 𝚽𝟐

†𝚷𝟐𝟏𝚽𝟏.
2. Add a coupling term to the energy and make the functional map 𝑪𝟏𝟐 and pointwise map 

𝚷𝟐𝟏 independent free variables of the resulting problem.
3. Alternate between computing the optimal functional and pointwise maps, while fixing the 

other representation.



Example: Minimize Descriptor-preserving Energy
𝐦𝐢𝐧

𝑪𝟏𝟐∈𝓟𝟏𝟐

𝑪𝟏𝟐𝒇𝒊 − 𝒈𝒊 𝑭
𝟐

• (𝒇𝒊, 𝒈𝒊): given corresponding descriptors



Example: Minimize Area-pres. & Conformal Energy
v.s.𝐦𝐢𝐧

𝑪𝟏𝟐∈𝓟𝟏𝟐

𝑪𝟏𝟐𝑪𝟏𝟐
𝑻 − 𝑰

𝑭

𝟐
𝐦𝐢𝐧

𝑪𝟏𝟐∈𝓟𝟏𝟐

𝑪𝟏𝟐𝚫𝟏𝑪𝟏𝟐
𝑻 − 𝚫𝟐 𝑭

𝟐



Contributions

We propose a discrete solver that can optimize functional map-based energies.
• Easy to use/adapt for different energies
• Returns a proper functional map that corresponds to a pointwise map
• Achieves lower energy values compared to the standard continuous solver

Two practical applications:
• Alternative of Multiplicative Operators

• [NO17] proposes the multiplicative operators to guide the optimization towards proper 
functional maps (implicitly). Our discrete solver outperforms the multiplicative Op.

• New refinement method: Effective Functional Map Refinement
• Combines commonly used fMap energies including bijectivity, orthogonality and Laplacian 

commutativity from both directions.
• Achieves better accuracy/bijectivity on SHREC’19



Results: Evaluation on the Discrete Solver
50 Shape pairs from the SMAL dataset 

For different
functional map-based 
energies, we compare:

• continuous solver 𝒞
• discrete solver 𝒟



Results: Evaluation on the Discrete Solver
Minimize the Laplacian Commutativity energy 



Results: Alternative of Multiplicative Operators
Baseline:  min

𝑪𝟏𝟐
σ𝒊 𝑪𝟏𝟐𝒇𝒊 − 𝒈𝒊 𝑭

𝟐
+ 𝜶 𝑪𝟏𝟐𝚫𝟏 − 𝚫𝟐𝐂𝟏𝟐 𝑭

𝟐 + 𝜷σ𝒊 𝑪𝟏𝟐𝛀𝒇𝒊 −𝛀𝒈𝒊𝑪𝟏𝟐 𝑭

𝟐

Ours:     min
𝑪𝟏𝟐∈𝓟𝟏𝟐

σ𝒊 𝑪𝟏𝟐𝒇𝒊 − 𝒈𝒊 𝑭

𝟐
+ 𝜶 𝑪𝟏𝟐𝚫𝟏 − 𝚫𝟐𝐂𝟏𝟐 𝑭

𝟐



Results: Effective Functional Map Refinement
SHREC’19 Challenge



Summary

1. We propose a discrete solver that can optimize functional map-based energies.

2. Two practical applications:

• Alternative of Multiplicative Operators

• New refinement method: Effective Functional Map Refinement



Limitations

1. Our discrete solver with the practical modifications has few theoretical 
guarantees.

2. For some functional map energies with complicated formulations, e.g., using 
higher order terms, our reformulation strategy might not work directly and 
more advanced solvers might be needed.

Future Work

1. Explore different coupling terms

2. Investigate different pointwise recovery techniques, such as Sinkhorn algorithm
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Demo code is available at: 
https://github.com/llorz/SGP21_discreteOptimization 
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Proper Functional Map Space
Definition: The proper functional map space is the set of functional maps that arise 
from pointwise correspondences. Particularly, we call a functional map 𝑪𝟏𝟐 proper 
if there exists a pointwise map 𝚷𝟐𝟏 such that 𝑪𝟏𝟐 = 𝚽𝟐

†𝚷𝟐𝟏𝚽𝟏

Notation: The space 𝓟𝟏𝟐 of proper functional maps between 𝑺𝟏 and 𝑺𝟐 is denoted 
as:

𝓟𝟏𝟐 = 𝑪𝟏𝟐| ∃𝚷𝟐𝟏, s. t. 𝑪𝟏𝟐 = 𝚽𝟐
†𝚷𝟐𝟏𝚽𝟏

Previous Formulation:
min
𝑪𝟏𝟐

𝑬(𝑪𝟏𝟐)

• Pros: easy to solve

• Cons: not proper, i.e., converting to 
a pMap can introduce errors

Our Formulation:
min

𝑪𝟏𝟐∈𝓟𝟏𝟐

𝑬(𝑪𝟏𝟐)

• Pros: returns a proper fMap

• Cons: search space is discrete and 
exponential in size



Discrete Solver for Functional Map Optimization

Approach Overview:
1. Given a functional map energy, reformulate it by replacing some terms 𝑪𝟏𝟐 with 𝚽𝟐

†𝚷𝟐𝟏𝚽𝟏.
2. Add a coupling term to the energy 
3. Optimize in an alternating scheme

Goal: make it easy to solve 𝚷𝟐𝟏 = argminΠ21
𝑬mod(𝑪𝟏𝟐, 𝚷𝟐𝟏) + 𝜶 𝚽𝟐

†𝚷𝟐𝟏𝚽𝟏𝑪𝟏𝟐
𝑻 − 𝑰

𝑭

𝟐



Discrete Solver for Functional Map Optimization

Approach Overview:
1. Given a functional map energy, reformulate it by replacing some terms 𝑪𝟏𝟐 with 𝚽𝟐

†𝚷𝟐𝟏𝚽𝟏.
2. Add a coupling term to the energy 
3. Optimize in an alternating scheme

Examples of Reformulation :

• 𝑬(𝑪𝟏𝟐) = 𝑪𝟏𝟐𝒇𝟏 − 𝒇𝟐 𝑭
𝟐 apply reformulation 𝑬mod = 𝚽𝟐

†𝚷𝟐𝟏𝚽𝟏𝒇𝟏 − 𝒇𝟐 𝑭

𝟐

• 𝑬(𝑪𝟏𝟐) = 𝑪𝟏𝟐𝑪𝟏𝟐
𝑻 − 𝑰

𝑭

𝟐
apply reformulation  𝑬mod = 𝚽𝟐

†𝚷𝟐𝟏𝚽𝟏𝑪𝟏𝟐
𝑻 − 𝑰

𝑭

𝟐

• 𝑬 𝑪𝟏𝟐 = 𝑪𝟏𝟐𝛀𝒇𝟏 ± 𝛀𝒇𝟐𝑪𝟏𝟐 𝑭

𝟐
apply reformulation 𝑬mod = 𝚽𝟐

†𝚷𝟐𝟏𝚽𝟏𝛀𝒇𝟏 ±𝛀𝒇𝟐𝑪𝟏𝟐 𝑭

𝟐

• 𝑬 𝑪𝟏𝟐 = 𝑪𝟏𝟐𝚫𝟏𝑪𝟏𝟐
𝑻 − 𝚫𝟐 𝑭

𝟐
apply reformulation 𝑬mod = 𝚽𝟐

†𝚷𝟐𝟏𝚽𝟏𝚫𝟏𝑪𝟏𝟐
𝑻 − 𝚫𝟐 𝑭

𝟐

Goal: make it easy to solve 𝚷𝟐𝟏 = argminΠ21
𝑬mod(𝑪𝟏𝟐, 𝚷𝟐𝟏) + 𝜶 𝚽𝟐

†𝚷𝟐𝟏𝚽𝟏𝑪𝟏𝟐
𝑻 − 𝑰

𝑭

𝟐



Example: Minimize Orientation-Reversing Energy
𝐦𝐢𝐧
𝑪∈𝓟

𝑪𝛀𝐠 +𝛀𝐠𝑪
𝑭

𝟐 • 𝑪: fmap maps to itself
• 𝛀𝐠: orientation operator constructed from 𝑔



Results: Evaluation on the Discrete Solver
50 Shape pairs from the SMAL dataset 

For different functional map-based energies, we compare:
• standard continuous solver 𝒞
• our discrete solver 𝒟


